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Abstract— We propose a control protocol based on the pre-
scribed performance control (PPC) methodology for a quadro-
tor unmanned aerial vehicle (UAV). Quadrotor systems belong
to the class of underactuated systems for which the original
PPC methodology cannot be directly applied. We introduce
the necessary design modifications to stabilize the considered
system with prescribed performance. The proposed control
protocol does not use any information of dynamic model pa-
rameters or exogenous disturbances. Furthermore, the stability
analysis guarantees that the tracking errors remain inside of
designer-specified time-varying functions, achieving prescribed
performance independent from the control gains’ selection.
Finally, simulation results verify the theoretical results.

I. INTRODUCTION

Coordination and control of unmanned aerial vehicles
(UAV) has drawn considerable attention in recent years.
Despite its numerous applications such as exploration, de-
livery, patrolling, search and rescue missions, there are still
unresolved challenges connected with this control problem.
UAV systems are highly nonlinear, underactuated and model
parameters may vary during the flight. This makes the control
design even more demanding, especially in scenarios when
UAVs need to meet performance and safety specifications.
Such specifications are vital in landing scenarios on other
unmanned ground vehicles (UGV). Landing scenarios and
agents coordination have been explored in [1]–[4].

There already exists an extensive amount of works in
literature concerning stabilization and trajectory tracking
control of quadrotors. The early works consider proportional-
integral-differential (PID) controllers [5]–[7], which is de-
signed on simplified model excluding cross-coupling in at-
titude dynamics and has limited performance in the pres-
ence of strong perturbations, and linear-quadratic regulator
(LQR) [8]–[10], whose limitations stem from linearization
and requirement of model knowledge. Advanced control
methods such as backstepping [11], [12] and sliding-mode
control [13] deliver satisfactory tracking performance but still
require model knowledge. Sliding-mode control is known
for introducing chattering effect and improvements are made
using adjusted boundary-layer sliding control [14], [15].
Adaptive control based on backstepping is derived in [16]
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and L1 adaptive control is used for aggressive flight maneu-
vers in [17]. Flatness-based control is employed in [18], [19],
and H∞ controller in [20]. With the increase of available
computational power in embedded devices, Model predictive
control (MPC) became very popular due its ability to handle
state and input constraints and optimize the trajectory online
[21], [22]. For handling the disturbances, various wind
estimation model-based and neural network methods have
been applied [23], [24].

However, most of these works focus on model-based ap-
proaches or the stability can only be shown around linearized
equilibrium points. Furthermore, a significant property that
lacks from the related literature on quadrotor control is
tracking/stabilization with predefined transient and steady-
state specifications, such as overshoot, convergence speed
or steady state error. Such specifications can encode time
and safety constraints, which are crucial when it comes to
physical autonomous systems, and especially UAVs.

In this paper, we develop a modified Prescribed Perfor-
mance Control (PPC) protocol, which traditionally deals
with model uncertainties and transient- and steady-state con-
straints [25], to solve the trajectory-tracking control problem
for quadrotors with prescribed performance.

Our main contribution is in the extension of the original
PPC algorithm to account for the underactuated quadrotor
system. At the same time, the proposed control protocol
does not use any information on the model parameters and
is robust to unknown exogenous disturbances without em-
ploying approximation or observer-based schemes. Similarly
to the original PPC methodology, the tracking errors evolve
within predefined user-specified functions of time, achieving
prescribed transient and steady-state performance that is
independent from the selection of the control gains.

It should be noted that PPC has been recently used to
control quadrotors. In [26], [27] authors use PPC for the at-
titude subsystem, thus avoiding the underactuated part of the
system. Other works [28]–[31] focus on the complete system
but use neural network approximations, partial knowledge of
dynamic parameters, observers for disturbance estimates and
exploit these information in the controller. On the contrary,
the proposed controller does not use any information on the
dynamic parameters or external disturbances. In [32], the
authors proposed a similar control design using PPC for an
underactuated 3-DOF helicopter. Such a system is, however,
significantly different than the one studied in this paper and
hence the respective control design is not applicable.

The rest of the paper is organized as follows. First, we
provide necessary preliminaries in Section II and problem



formulation in Section III. Then, we present the proposed
control design and stability analysis in Section IV, and Sec-
tion V illustrates the effectiveness of the controller. Finally,
Section VI concludes the paper.

II. PRELIMINARIES

In this section, we present the basic framework of pre-
scribed performance control which is originally introduced
in [25]. The main idea is to ensure the convergence of the
tracking errors e(t) within a predefined set at a specified rate.
This is accomplished by enforcing the error to stay within a
region bounded by a certain smooth and bounded function
of time, i.e.,

−ρ(t) < e(t) < ρ(t), ∀t ≥ 0, (1)

where ρ(t) is the performance prescribed function that can
be defined as

ρ(t) = (ρ0 − ρ∞)e−lt + ρ∞, ∀t ≥ 0, (2)

with positive chosen constants ρ0, ρ∞, l > 0.
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Fig. 1. The error evolves inside of the prescribed performance funnel.

Practically, ρ0 is selected such that the error starts in-
side of the prescribed funnel, i.e. ρ0 > |e(0)|, ρ∞ :=
limt→∞ ρ(t) > 0 represents the upper bound on the steady-
state error and l is the lower bound on the convergence rate
of the error. Therefore, appropriate choice of the discussed
parameters determines the transient and steady-state perfor-
mance of the error e(t), as depicted on Fig. 1. Furthermore,
let the normalized errors ξ(t) be defined as

ξ(t) = ρ(t)−1e(t).

The important point in designing PPC is a transformation of
the normalized error ξ(t) with a strictly increasing, bijective
function T : (−1, 1) → (−∞,∞)

T(ξ(t)) = atanh(ξ(t)) =
1

2
ln

1 + ξ(t)

1− ξ(t)
. (3)

The derivative of this transformation is dT(ξ)
dξ = 1

1−ξ2 . For a
vector ξ = [ξ1, . . . , ξn]

T ∈ Rn, we define

T(ξ) =
1

2

[
ln 1+ξ1

1−ξ1 . . . ln 1+ξn
1−ξn

]T
(4)

dT(ξ)

dξ
= diag

{[
1

1− ξ2i

]
i∈{1,...,n}

}
(5)

III. PROBLEM STATEMENT

We consider the quadrotor UAV model:

ṗ = v, (6a)

v̇ =
1

m
(RIB(η)F T + F d(χ, χ̇, t))− g, (6b)

η̇ = RT (η)ω, (6c)
I(η)ω̇ = −ω × I(η)ω + τ + τ d(χ, χ̇, t) (6d)

where χ = [pT ,vT ,ηT ,ωT ]T , p ∈ R3 is the position in the
inertial frame, v ∈ R3 is the linear velocity, η = [ϕ, θ, ψ]T ∈
T = (−π

2 ,
π
2 ) × (−π

2 ,
π
2 ) × (−π, π) is the vector of Euler

angles representing the attitude (roll, pitch, yaw angles),
and ω = [ωϕ, ωθ, ωψ]

T is the angular velocity, expressed
in the inertial frame; F T = [0, 0, Fz]

T is the controlled
thrust, and τ is the inertial-frame controlled torque; RIB :
T → SO(3) is the rotation matrix from the body to the
inertial frame, and SO(3) is the special orthonormal group
SO(n) = {R ∈ Rn×n : RRT = In,detR = 1} in 3D and
In ∈ Rn×n is the identity matrix; RIB is the product of
three consecutive rotations for angles ψ, θ, ϕ around z, y, x
axes, respectively, i.e., RIB(η) = Rz,ψ(ψ)Ry,θ(θ)Rx,ϕ(ϕ)
with Rz,ψ : (−π, π) → SO(3), Ry,θ : (−π

2 ,
π
2 ) → SO(3),

Rx,ϕ : (−π
2 ,

π
2 ) → SO(3) the respective rotation matrices.

Furthermore, RT : T → R3×3 is the mapping from the
angular velocity to the time derivatives of the Euler angles

RT (η) =

 cψ
cθ

sψ
cθ

0

−sψ cψ 0
cψtθ sψtθ 1

 .
where we adopt the shorthand notation for trigonometric
functions, i.e., sψ = sinψ, cψ = cosψ, tθ = tan θ. Note
that RT is well-defined for θ ∈ (−π

2 ,
π
2 ), which we assume

in this paper. The functions F d(χ, χ̇, t) = [F T
d,xy,F d,z]

T ,
τ d := τ d(χ, χ̇, t) represent unmodelled aerodynamic forces
and moments like drag, hub forces or ground and gyroscopic
effects, and exogenous disturbance. The two functions are
continuous in χ and χ̇, uniformly bounded in t. The term
g = [0, 0, g]T ∈ R3 corresponds to the constant gravity
vector. Finally, m ∈ R and I : T → R3×3 are the mass and
positive definite inertia matrix of the UAV, also considered
unknown.

In this paper, we consider the tracking control prob-
lem of given time-varying reference trajectories pr =
[px,r, py,r, pz,r]

T : [0,∞) → R3, ψr : [0,∞) → R for the
position and yaw angles with prescribed performance; pr
and ψr are assumed smooth functions of time with bounded
first and second derivatives. Prescribed performance control,
as described in Section II, dictates that the tracking error
signal evolves strictly within a funnel defined by prescribed
functions of time, thus achieving desired performance spec-
ifications, such as maximum overshoot, convergence speed,
and maximum steady-state error. However, notice that the
UAV model (6) is underactuated, and hence the original PPC
methodology cannot be directly applied. Consequently, we
adapt the PPC methodology to achieve trajectory tracking
with prescribed performance for the position and yaw-angle



variables. More specifically, the control objective is to guar-
antee that the errors

ep =

epxepy
epz

 = p− pr (7a)

eψ = ψ − ψr (7b)

evolve strictly within a funnel dictated by the corresponding
exponential performance functions ρpx(t), ρpy (t), ρpz (t),
ρψ(t), which is formulated as

|epi(t)| <ρpi(t), i ∈ {x, y, z} (8a)
|eψ(t)| <ρψ(t) (8b)

for all t ≥ 0, given the initial funnel compliance |epi(0)| <
ρpi(0), for i ∈ {x, y, z}, and |eψ(0)| < ρψ(0). The
adopted exponentially-decaying performance functions are
ρpi(t) = (ρpi,0 − ρpi,∞) exp(−lpit) + ρpi,∞, i ∈ {x, y, z},
and ρψ(t) = (ρψ,0 − ρψ,∞) exp(−lψt) + ρψ,∞.

IV. MAIN RESULTS

A. Preliminaries

Since the UAV system is underactuated, the idea is to take
advantage of the specific control inputs to control the vertical
velocity vz and angular velocity ω, but also introduce virtual
control on the horizontal velocities vxy = [vx, vy]

T such that
the given reference is tracked. Let us first rewrite the system
dynamics in a control suitable form.
Let

Rz,ψ =

[
Rψ 0
0 1

]
and the factorization

RIBF T = Rz,ψRy,θRx,ϕ

 0
0
Fz

 =

[
RψT ϕθFz
cθcϕFz

]
where

T ϕθ =

[
sθcϕ
−sϕ

]
, (9)

and Rψ ∈ SO(2). Then, the velocity dynamics v =
[vTxy, vz]

T can be written as

v̇xy =
1

m
(RψT ϕθFz + F d,xy) , (10a)

v̇z =
1

m
(cθcϕFz + Fd,z)− g. (10b)

Furthermore, let us define the matrices

Jϕθ =

[
−sθsϕ cθcϕ
−cϕ 0

]
Rϕθ =

[ cψ
cθ

sψ
cθ

−sψ cψ

]
,

that satisfy Ṫ ϕθ = Jϕθ

[
ϕ̇

θ̇

]
, and

RT =

[
Rϕθ 02

cψtθ sψtθ 1

]

and will be used in the sequel. Note that Rϕθ is well-defined
and invertible for |θ| < π

2 , while Jϕθ is invertible for |ϕ| < π
2

and |θ| < π
2 . This is a commonly used assumption for UAV

systems [11], [16], [20] and we adopt it in this paper:

Assumption 1. The roll and pitch angles satisfy |ϕ(t)| ≤ π̄,
|θ(t)| ≤ π̄, for all t ≥ 0 and some π̄ < π

2 .

B. Control Design

We describe now the proposed control-design procedure.
1) PPC on position error: We first define the normalized

position error

ξp =

ξpxξpy
ξpz

 = ρp(t)
−1ep (11)

where ρp = diag{[ρpx , ρpy , ρpz ]} ∈ R3×3. Next, we define
the transformation

εp =T(ξp) (12)

where T is given by (4) and we design the reference velocity
signal

vr =

[
vxy,r
vz,r

]
= −kpρ−1

p rpεp (13)

where rp =
dT(ξp)

dξp
= diag

{
1

1−ξ2px
, 1
1−ξ2py

, 1
1−ξ2pz

}
and kp

is a positive control gain.
2) PPC on velocity error: Following a backstepping-like

procedure, we define the error

ev =

[
evxy
evz

]
=

evxevy
evz

 = v − vr =

[
vxy
vz

]
−
[
vxy,r
vz,r

]
(14)

Next, we introduce the corresponding exponential perfor-
mance functions ρvi(t) = (ρvi,0−ρvi,∞) exp(−lvit)+ρvi,∞,
such that ρvi(0) = ρvi,0 > |evi(0)|, for i ∈ {x, y, z}, which
leads to the normalized error

ξv =

[
ξvxy
ξvz

]
=

ξvxξvy
ξvz

 = ρv(t)
−1ev, (15)

with ρv = diag{ρvx , ρvy , ρvz}. Next, we define the transfor-
mation

εv =

[
εvxy
εvz

]
= T(ξv) (16)

and set the control input Fz as

Fz = −kvzρ−1
vz rvzεvz (17)

where rvz =
dT(ξvz )
dξvz

= 1
1−ξ2vz

and kvz is a positive control
gain. Moreover, we define the reference signal for T ϕθ,
defined in (9), as

T ϕθ,r =

[
Tϕθ1,r
Tϕθ2,r

]
= −kvxy

RT
ψρ

−1
vxyrvxyεvxy

Fz
, (18)

where kvxy is a positive control gain, ρvxy = diag{ρvx , ρvy},

and rvxy =
dT(ξvxy )

dξvxy
= diag

{
1

1−ξ2vx
, 1
1−ξ2vy

}
.



3) PPC on angular errors: : The reference signal T ϕθ,r

implicitly assigns reference values for the angles ϕ, θ.
Moreover, given the reference ψr, we define the respective
errors

eϕθ =

[
eϕθ1
eϕθ2

]
= T ϕθ − T ϕθ,r (19a)

eψ = ψ − ψr (19b)

By further introducing exponential performance functions
ρi(t) = (ρi,0 − ρi,∞) exp(−lit) + ρi,∞, such that ρi(0) =
ρi,0 > |ei(0)|, for i ∈ {ϕθ1, ϕθ2, ψ}, we define the normal-
ized errors

ξϕθ =

[
ξϕθ1
ξϕθ2

]
= ρϕθ(t)

−1eϕθ (20a)

ξψ =ρψ(t)
−1eψ (20b)

where ρϕθ = diag{ρϕθ1 , ρϕθ2}, and the transformations

εϕθ = T(ξϕθ) (21a)

εψ = T(ξψ) (21b)

In order to stabilize the aforementioned errors, we design
reference signals for the angular velocities

ωr =

[
ωϕθ,r
ωψ,r

]
=

ωϕ,rωθ,r
ωψ,r


= −

[
kϕθR

−1
ϕθ J

−1
ϕθ ρ

−1
ϕθ rϕθεϕθ

kψρ
−1
ψ rψεψ + ωϕcψtθ + ωθsψtθ

]
(22)

where kϕθ and kψ are positive control gains, and rϕθ =
dT(ξϕθ)

dξϕθ
= diag

{
1

1−ξ2ϕθ1
, 1
1−ξ2ϕθ2

}
. Note that R−1

ϕθ and J−1
ϕθ

are well-defined due to Assumption 1.
4) PPC on angular velocity errors: : The final step is the

design of the control inputs τ for tracking of the reference
angular velocities designed in the previous step. To that end,
we define first the angular velocity errors

eω =

[
eωϕθ
eωψ

]
= ω − ωr =

[
ωϕθ
ωψ

]
−
[
ωϕθ,r
ωψ,r

]
(23)

We further introduce exponential performance functions
ρωi(t) = (ρωi,0 − ρωi,∞) exp(−lωit) + ρωi,∞, such that
ρωi(0) = ρωi,0 > |eωi(0)|, for i ∈ {ϕ, θ, ψ}, to impose
predefined performance on the error eω , and define the
respective normalized error

ξω =

ξωϕξωθ
ξωψ

 = ρω(t)
−1eω (24)

Finally, we define the transformation

εω = T(ξω) (25)

and design the control input

τ = −kωρ−1
ω rωεω (26)

where rω = dT(ξω)
dξω

= diag
{

1
1−ξ2ωϕ

, 1
1−ξ2ωθ

, 1
1−ξ2ωψ

}
,

ρω = diag{ρωϕ , ρωθ , ρωψ}, and kω is a positive gain.

C. Stability Analysis

We provide the stability analysis of the proposed control
protocol in the next theorem:

Theorem 1. Consider the UAV dynamics (6) under the pro-
posed control scheme (11)-(26) and Assumption 1. Further
assume that

Fz(t) ̸= 0 (27a)
kvxy
kvz

>
maxi∈{ϕθ1,ϕθ2}{ρi,0}

4 cos(π̄)2
(27b)

|Ti,r(t)| ≤ ρi(t) + 1, i ∈ {ϕθ1, ϕθ2} (27c)

for t ≥ 0, where π̄ is defined in Assumption 1. Then it holds
that

|epi(t)| <ρpi(t), i ∈ {x, y, z}
|eψ(t)| <ρψ(t)

and all closed-loop signals are bounded, for all t ≥ 0.

Remark 1. Condition (27a) is needed for the boundedness of
the intermediate signal (18). Intuitively, it requires the UAV
thrust, set in (17), to be always positive and compensate
for the gravitational force g. Note that this is a condition
encountered in the related literature (e.g., [33]). One can
guarantee (27a) by adding an integrator in (17) and adjust
appropriately the performance function ρpz (t); for more
details, we refer the reader to [32]. The parameter-related
condition (27b), which is needed for the correctness of
Theorem 1, essentially imposes restrictions on the angles
θ, ϕ and the error eϕθ; such error must be small enough,
as dictated by the initial performance values ρϕθ1,0, ρϕθ2,0
in the nominator of the right-hand-side of (27b), and the
angles θ, ϕ themselves must be close to zero, maximizing the
denominator of the right-hand-side of (27b). Intuitively, the
aforementioned constraints require small reference signals
T ϕθ,r, which translate to slow reference trajectories px,r(t)
and py,r(t). Similarly, (27c) is needed since the values of
T ϕθ in (9) cannot exceed the value of 1. We can enforce
such a condition by choosing slowly-converging performance
functions ρϕθ1(t) and ρϕθ2(t) with large initial values.

Proof: The proof proceeds in three steps. First, we show
the existence of a local solution such that ξp(t), ξv(t), ξω(t)
∈ (−1, 1)3, ξψ(t) ∈ (−1, 1), ξϕθ(t) ∈ (−1, 1)2 for a time
interval t ∈ [0, τmax). Next, we show that the proposed con-
trol scheme retains the aforementioned normalized signals in
compact subsets of (−1, 1), which leads to τmax = ∞ in the
final step, thus completing the proof.

Towards the existence of a local solution, consider first
the overall state vector χ = [pT ,vT ,ηT ,ωT ]T ∈ X = R6×
(−π

2 ,
π
2 )

2 × (−π, π)× R3 and let us define the open set:

Ω =
{
(χ, t) ∈ X× [0,∞) : ξp ∈ (−1, 1)3, ξv ∈ (−1, 1)3,

ξϕθ ∈ (−1, 1)2, ξψ ∈ (−1, 1), ξω ∈ (−1, 1)3
}
. (28)

Note that the choice of the performance functions at t =
0 implies that ξp(0), ξv(0), ξω(0) ∈ (−1, 1)3, ξϕθ(0) ∈
(−1, 1)2, and ξψ(0) ∈ (−1, 1), implying that Ω is nonempty.



By combining (6), (17), and (26), we obtain the closed-loop
system dynamics χ̇ = fχ(χ, t), where fχ : X× [0, τmax) is a
function continuous in t and locally Lipschitz in χ. Hence,
the conditions of Theorems 2.1.1(i) and 2.13 of [34] are
satisfied and we conclude that there exists a unique and local
solution χ : [0, τmax) → X such that (χ(t), t) ∈ Ω for
t ∈ [0, τmax). Therefore, it holds that

ξp ∈ (−1, 1)3 (29a)

ξv ∈ (−1, 1)3 (29b)

ξϕθ ∈ (−1, 1)2 (29c)

ξψ ∈ (−1, 1) (29d)

ξω ∈ (−1, 1)3 (29e)

for all t ∈ [0, τmax). We next proceed to show that the
normalized errors in (29) remain in compact subsets of
(−1, 1). Note that (29) implies that that transformed errors
εp, εv , εϕθ, εψ , εω are well-defined for t ∈ [0, τmax).
Consider now the candidate Lyapunov function:

Vp =
1

2
∥εp∥2 (30)

Differentiating Vp along the local solution χ(t) yields

V̇p = εTp rpρ
−1
p (v − ṗr − ρ̇pξp) (31)

By using v = ev+vr, (13), the boundedness of ṗr, ρ̇p, and
(29), V̇p becomes

V̇p ≤ −kp∥ρ−1
p rpεp∥2 + ∥ρ−1

p rpεp∥F̄p (32)

where F̄p is a constant, independent of τmax, satisfying
∥ρvξv − ṗr − ρ̇pξp)∥ ≤ F̄p, for all t ∈ [0, τmax). Therefore,
we conclude that V̇p < 0 when ∥ρ−1

p rpεp∥ > F̄p
kp

. In view
of the definition of rp, we conclude that V̇ < 0 when
∥εp∥ > F̄pmaxi∈{x,y,z}{ρpi,0}

kp
. Hence, by invoking Theorem

4.18 of [35], we conclude that

∥εp∥ ≤ ε̄p = max

{
∥εp(0)∥,

F̄pmaxi∈{x,y,z}{ρpi,0}
kp

}
(33a)

for t ∈ [0, τmax), and by employing the inverse of (3), we
obtain

|ξpi(t)| ≤ ξ̄p = tanh ε̄p < 1 (33b)

for t ∈ [0, τmax) and i ∈ {x, y, z}. Therefore, we conclude
the boundedness of vr(t) and v(t) = ev(t) + vr(t) =
ρv(t)ξv(t) + vr(t) for all t ∈ [0, τmax). By differentiating
vr(t) and using (33), we further conclude the boundedness
of v̇r(t) for all t ∈ [0, τmax).

We consider next the function Vv = 1
2∥εv∥2, whose

derivative, in view of (6), and (10), yields

V̇v =εTvxyrvxyρ
−1
vxy

(
1

m
(RψT ϕθFz + F d,xy)

− v̇xy,r − ρ̇vxyξvxy

)
+ εTvzrvzρ

−1
vz

(
1

m
(cθcϕFz + Fd,z)− g − v̇z,r − ρ̇vzξvz

)

for t ∈ [0, τmax). By using T ϕθ = eϕθ + T ϕθ,r, (18), (17),
the boundedness of v̇r, ρ̇v , and (29), and the continuity and
boundedness of F d(χ, χ̇, t) in (χ, χ̇) and t, respectively, we
arrive at

V̇v ≤− kvxy
m

∥ρ−1
vxyrvxyεvxy∥2 −

kvzcθcϕ
m

∥ρ−1
vz rvzεvz∥2

+
kvz ρ̄ϕθ
m

∥ρ−1
vxyrvxyεvxy∥∥ρ−1

vz rvzεvz∥
+ ∥ρ−1

v rvεv∥F̄v

where F̄v is a positive constant, independent of τmax, sat-
isfying ∥F d − g − v̇r − ρ̇vξv∥ ≤ F̄v , for t ∈ [0, τmax),
and ρ̄ϕθ = maxi∈{ϕθ1,ϕθ2}{ρi,0}. Additionally, Assumption
1 implies that cθcϕ ≥ c̄ = cos(π̄)2 > 0. Let now a constant
α such that kvxy >

kvz
√
α

2 , cos(π̄)2 > ρ̄ϕθ
2
√
α

. Note that such
a constant exists due to (27b). By completing the squares,
V̇v becomes

V̇v ≤ −κv∥ρ−1
v rvεv∥2 + ∥ρ−1

v rvεv∥F̄v

for t ∈ [0, τmax), where κv = min{κvxy , κvz}, and κvxy =
kvxy
m − kvz

√
α

2m , κvz = kvz

(
c̄
m − ¯ρϕθ

2m
√
α

)
. Therefore, by

following a similar procedure as with Vp, we conclude that

∥εv(t)∥ ≤ε̄v = max

{
∥εv(0)∥,

F̄vmaxi∈{x,y,z}{ρvi,0}
κv

}
(34a)

|ξvi(t)| ≤ξ̄v = tanh ε̄v < 1 (34b)

for t ∈ [0, τmax) and i ∈ {x, y, z}. Therefore, also in view
of (27a), we conclude the boundedness of T ϕθ,r, Fz , T ϕθ =
ρϕθ(t) + T ϕθ,r, for t ∈ [0, τmax). By differentiating T ϕθ,r

and Fz and using (34) and (27a), we further conclude the
boundedndess of Ṫ ϕθ,r(t) and Ḟz(t), for all t ∈ [0, τmax).

Following a similar line of proof, we consider now the
function Vη = 1

2∥εϕθ∥2 + 1
2ε

2
ψ , whose derivative, in view of

(6), becomes

V̇η =εTϕθrϕθρ
−1
ϕθ

(
JϕθRϕθωϕθ − Ṫ ϕθ,r − ρ̇ϕθξϕθ

)
+ εψρ

−1
ψ rψ(cψtθωϕ + sψtθωθ + ωψ − ψ̇r − ρ̇ψξψ)

By using ωϕθ = eωϕθ +ωϕθ,r, ψ = ψr+ eψ , (22), (29), and
the continuity of Jϕθ, Assumption 1, and the boundedness
of Ṫ ϕθ,r, ρ̇ϕθ, ρψ , one obtains

V̇η ≤− kϕθ∥ρ−1
ϕθ rϕθεϕθ∥2 + ∥ρ−1

ϕθ rϕθεϕθ∥F̄ϕθ
− kψ(ρ

−1
ψ rψεψ)

2 + |ρ−1
ψ rψεψ|F̄ψ

≤− kη∥ρ−1
η rηεη∥2 + ∥ρ−1

η rηεη∥F̄η

where F̄ϕθ and F̄ψ are positive constants, independent of
τmax, satisfying ∥JϕθRϕθeωϕθ−Ṫ ϕθ,r−ρ̇ϕθξϕθ∥ ≤ F̄ϕθ and
|eψ−ψ̇r−ψ̇ξψ| ≤ F̄ψ , for t ∈ [0, τmax), and we further define
ρη = diag{ρϕθ, ρψ}, rη = diag{rϕθ, rψ}, εη = [εTϕθ, εψ]

T ,
kη = min{kϕθ, kψ}, and F̄η = max{F̄ψ, F̄ϕθ}. Therefore, it
holds that V̇η < 0 when ∥ρ−1

η rηεη∥ > F̄η
kη

, which, similar



to the previous steps, leads to

∥εη(t)∥ ≤ε̄η = max

{
∥εη(0)∥,

F̄ηmaxi∈ϕ,θ,ψ{ρi,0}
kη

}
(35a)

|ξi(t)| ≤ξ̄η = tanh(ε̄η) (35b)

for t ∈ [0, τmax) and i ∈ {ϕθ1, ϕθ2, ψ}. Therefore, in view of
the boundedness of eω(t), we conclude the boundedness of
ωϕθ,r(t), ωψ,r(t) and hence of ω(t), for all t ∈ [0, τmax). By
using (35), we further conclude the boundedness of ω̇ϕθ,r(t)
and ω̇ψ,r(t) for all t ∈ [0, τmax).

Finally, using a similar line of proof and considering the
function Vω = 1

2∥eω∥2, we conclude that

∥εω(t)∥ ≤ ε̄ω = max

{
∥εω(0)∥,

F̄ωmaxi∈{ϕ,θ,ψ}{ρωi,0}
kωλ

}
(36a)

|ξωi(t)| ≤ tanh(ε̄ω) < 1, (36b)

for t ∈ [0, τmax) and i ∈ {ϕ, θ, ψ}, where λ is the positive
minimum eigenvalue of the positive definite inertia matrix
I(η); F̄ω is a positive constant satisfying ∥τ d − I−1ω ×
Iω − ω̇r − ρ̇ωξω∥ ≤ F̄ω , where we use the boundedness
of ξω and ω from (29), the boundedness of ω̇ϕθ,r(t) from
the previous step, and the boudnedness of τ d due to its
continuity in (χ, χ̇) and boundedness in t. Finally, (36) leads
to the boundedness of τ (t) for all t ∈ [0, τmax).

What remains to be shown is that τmax = ∞. Towards
that end, note that (33), (34), (35), and (36) imply that
(χ(t), t) remain in a compact subset of Ω, i.e., there ex-
ists a positive constant d such that dS((χ(t), t), ∂Ω) ≥
d > 0, for all t ∈ [0, τmax). Since all closed-loop
signals have already been proven bounded, it holds that
limt→τ−

max

(
∥χ(t)∥+ dS((χ(t), t), ∂Ω)−1

)
≤ d̄, for some

finite constant d̄, and hence direct application of Theo-
rem 2.1.4 of [34] dictates that τmax = ∞, which concludes
the proof.

Remark 2. From the aforementioned proof it can be deduced
that the proposed control scheme achieves its goals without
resorting to the need of rendering the ultimate bounds ε̄p,
ε̄v ,ε̄η , ε̄ω of the transformed errors arbitrarily small by
adopting extreme values of the control gains kp, kvxy , kvz ,
kϕθ, kψ , and kω; notice that (33), (34), (35), and (36) hold
no matter how large the finite bounds ε̄p, ε̄v ,ε̄η , ε̄ω are
and regardless of the choice of the control gains. In the
same spirit, large uncertainties involved in the nonlinear
model (6) can be compensated, as they affect only the size
of these bounds through F̄v and F̄ω , but leave unaltered the
achieved stability properties. Hence, the actual performance
given in (8), which is solely determined by the designer-
specified performance functions, becomes isolated against
model uncertainties, thus extending greatly the robustness
of the proposed control scheme.

Remark 3. It should be noted that the selection of the control
gains affects both the quality of evolution of the errors ep,
eψ within the corresponding performance envelopes as well

as the control input characteristics. Additionally, fine tuning
might be needed in real-time scenarios, to retain the required
control input signals within the feasible range that can be
implemented by the actuators. Similarly, the control input
constraints impose an upper bound on the required speed of
convergence of ρpi(t), i ∈ {x, y, z}, ρψ(t), as obtained by
the exponentials exp(−lpit), i ∈ {x, y, z}, and exp(−lψt),
respectively. Hence, the selection of the control gains kp,
kvxy , kvz , kϕθ, kψ , kω can have positive influence on the
overall closed loop system response. More specifically, notice
that F̄v and F̄ω provide implicit bounds on ε̄v and ε̄ω ,
respectively. Therefore, invoking (17) and (26), we can select
the control gains such that Fz and τ are retained within cer-
tain bounds. Nevertheless, the constants F̄v and F̄ω involve
the parameters of the model and the external disturbances.
Thus, an upper bound of the dynamic parameters of the
system as well as of the exogenous disturbances should be
given in order to extract any relations between the achieved
performance and the input constraints. Finally, we stress that
the scalar control gains kp, kvxy , kvz , kϕθ, kψ , kω can be
replaced by diagonal matrices, adding more flexibility in the
control design, without affecting the stability analysis.

V. SIMULATION RESULTS

We evaluate the proposed control algorithm to
the case of tracking reference trajectories pr(t) =
[px,r(t), py,r(t), pz,r]

T in ascent and landing scenarios.
To ensure that errors start inside of the funnel we
choose the following prescribed performance functions:
for the position ρpi(t) = (12 − 0.2) exp (−0.4t) + 0.2,
i = {x, y, z}, horizontal velocities ρvi(t) = (3 −
0.5) exp (−0.5t) + 0.5, i = {x, y} and the vertical
velocity ρvz (t) = (5 − 0.2) exp (−1.5t) + 0.2, angles
ρϕθj (t) = (0.5 − 0.25) exp (−0.5t) + 0.25, j = {1, 2}
and ρψ(t) = (0.4 − 0.05) exp (−0.1t) + 0.05, finally, for
angular velocities ρωj (t) = (0.3 − 0.1) exp (−0.5t) +
0.1,j = {ϕ, θ, ψ}. The control gains are selected as
kp = diag{1.25, 1.25, 12.5}, kvz = 10, kvxy = diag{1, 2},
kϕθ = diag{3, 1.5}, kψ = 1, kω = 10I3. The parameters are
identical in both scenarios.
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Fig. 2. Perspective view of trajectory tracking. Note that initial drop in the
actual trajectory occurs due to zero initial controlled thrust and no simulated
surface beneath.
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Fig. 3. The evolution of state signals p(t),v(t),η(t),ω(t) compared
to the given reference pr(t), ψr(t) and the designed reference signals
vr(t),ωr(t) as well as reference angles extracted from T ϕθ,r .
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Fig. 4. Error evolutions stay inside of the prescribed funnels during the
experiment. Note that errors eϕθ = [eϕθ1 , eϕθ2 ]

T = T ϕθ − T ϕθ,r are
dimensionless and eψ is in radians.

1) Ascent trajectory: The reference ascent trajectory is
constructed as a lemniscate (”∞-shaped” trajectory) in the
horizontal plane with the ramp function in the vertical
direction and zero yaw reference, i.e. px,r(t) = cos(t)/(1 +
sin2(t)), py,r(t) = sin(t) cos(t)/(1 + sin2(t)), pz,r(t) = 1 +
1
5 t, ψr(t) = 0 starting from the origin p(0) = [0, 0, 0]T .
In Fig. 2 we see how the big initial displacement from
the reference signal is gradually reduced until the tracking
error is eliminated. A comparison of all state signals during
time against the given and designed references is provided
in Fig. 3. Finally, in Fig. 4 we observe that all error
signals remain inside of the prescribed funnels during the
simulation and that errors converge according to the specified
performance functions.

2) Landing scenario: Quadrotor UAV is landing on a
boat UGV moving according to a predefined trajectory
pb(t) = [pb,x(t), pb,y(t)]

T which is given as a solution of
the following dynamical system with the control input u(t)

ṗb,x(t) = cos(α(t))
ṗb,y(t) = sin(α(t))

α̇(t) = u(t)
u(t) =


−1 0 ≤ t ≤ 3π

4
1 3π

4 < t ≤ 9π
4

−1 9π
4 < t ≤ 11π

4
0 11π

4 < t ≤ 10

It is assumed that the quadrotor is aware of the trajectory
of the boat and the quadrotor reference is thus ψr(t) =
0, pr(t) = [pb,x(t), pb,y(t), pz,r(t)]

T , where pz,r(t) =

zd

(
1− 1

1+exp(−(t−td))

)
, zd = 5 is the initial height and

td = 5 is a tuning parameter of the descent time.
The perspective view of the landing is depicted in Fig. 5

and error signals evolution inside of funnels is shown in
Fig. 6.

The errors between the references and states in the attitude
subsystem in both cases are very small, thus achieving almost
perfect tracking. The performance functions are chosen such
that the roll and pitch angle errors through the transformation
T ϕθ in (9), are always less than 15◦, approximately. This
makes the control effort sufficiently aggressive while at the
same time enables handling of stronger disturbances. The
position subsystem errors are allowed to be quite big at the
beginning of the transient and are sharply reduced to 0.2m
error bound. The most aggressive performance satisfaction
is required on the vertical velocity vz to offset the gravity.
This is in line with the discussion in Remark 1.
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Fig. 5. Perspective view of the landing scenario

VI. CONCLUSION
In this paper we presented approach in control design

for the trajectory tracking of a quadrotor UAV using the
Prescribed Performance Control methodology. Theoretical
guarantees are established and controller is validated in
simulation. Future work will include the deployment of the
controller on the real quadrotor and testing it in experimental
environments. Furthermore, we seek to extend the framework
with trajectory generation and coordination in multi-agent
scenarios.
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